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2. Some Mathematical Preliminaries

Exercise 2.1

Suppose that X : Q — Ris a function which takes only countably many values a1, as, ... € R

(@) Show that X is a random variable if and only if
X Y(a;) € F foralli e N.

(b) Suppose that X is a random variable. Show that

E[IX]] Z|a,|P<X—a>

(c) If X is a random variable and E [|X|] < oo, show that

0]

E[X] = Z a;P(X = a;).

i=1

(d) If X is a random variable and f : R — R is measurable and bounded, show that
[F(X)] = Zf(a )P(X = ay).

Solution.

For (a), suppose first that X is a random variable. Since {a,} are Borel sets, X 1(a;) € ¥
for all i € N. Conversely, assume that X 1(a;) € ¥ for all a;. Since the range of X is {a;}cn,
for any Borel set B ¢ R, X }(B) = Uasen X~Ya;) € F, by the definition of o-algebra. Thus,
X is a random variable.

For (b), since X takes only countably many values, so does |X| with {|a;|};,cn. By the

definition of expectation, we have

E[IX]] Z jail P(X = a;)

in the extended sense.
For (c), since E [|X|] < o and X is a random variable, the series converges absolutely
and is well-defined. Hence

o0

E[X] = Z a;P(X = a;).

i=1

For (d), since f is measurable, f~1(B) is Borel and X! f~1(B) is measurable. f(X) takes



only countably many values, f(a1), f(az2), .... The definition of expectation gives us

E[f(X)] =) F@)P(f(X) = f(a) = ) f(a)P(X = ;).

i=1 i=1

Exercise 2.2

X : Q — Ris a random variable. The distribution function F of X is defined as
F(x) = P(X <x).

(a) Prove that F has the following properties:
(i) 0<F <1 lim_, o, F(x)=0andlim_,, F(x) = 1.
(it) F is non-decreasing.
(iti) F is right-continuous.
() g : R — Ris measurable such that E [|g(X)|] < . Show that

E[g(X)] = / (O dF ().

[o¢]

(c) Let p(x) > 0 be measurable on R be the density of X, i.e.,

F(x)=[ p(t)dt.

Find density of Bt2.

Solution.
For (a), since P is a probability measure, 0 < P(S) < 1 for any S € . In particular,

0 < P(X <x) <1forall x € R. Also, we can take x,, \, —o and |X < x,| \, @ as n — oo.
Hence

lim F(x) = lim P(X < x,) = P(@) = 0.

X——00

Similarly, we can take x,, /" o and |X < x,| /' Q as n — . Hence
xh_)ngo F(x) = r}l_r)lgo P(X <x,) =P(Q)=1.
(1) is proved. For (i1), F is non-decreasing because if x; < xg, then
F(x1) = P(X <x1) < P(X <x9) = F(x2).
For (iii), let & > 0.

F(x+h)—F(x)=P(X<x+h) —-P(X<x)=Px<X<x+h).



For any y > x, there exists & > 0 such that y > x + 4. Thus (x,x + h] \, @ as h — 0. Hence
Fx+h)—-Fx)=Px<X<x+h)—> P@) =0

as h — 0. Therefore, F is right-continuous.
For (b), by definition of expectation, the left-hand side is

Elg(X)] = /}R (D) dix (x),

where px(B) = P(X~1(B)) for any Borel set B C R.
For (¢),

Veoq u?
F(x) = P(B,2 <x)=P(B; <+Vx) = [ Vo exp(—g)du.

Hence,

d 1 xy 1
p(l/t) = aF(X) = %exp(—z—t)ﬁ

Exercise 2.3
Let {Fi};cr be a collection of o-algebras on Q. Prove that

F=( %
iel
Is again a o-algebra.
Solution.
First, since ¥; are o-algebras, they contain @ and hence @ € ¥. Forany A € ¥, A € ¥, for
all i € 7 and hence A€ € ¥ for alli € 7. Thus A € ¥. Finally, for any countable collection

{An},eny € F, we have A, € Fiforalli € 7 and alln € N. Then |J,A, € ¥ foralli € I.
Hence |, A, € F. Therefore, ¥ is a o-algebra. [ |

Exercise 2.4

(@) Let X : Q — R be a random variable such that E [|X|"] < oo for some p € (0, o). Prove
the Chebyshev’s inequality:

P(X| 2 0) < - E [IXI?)

for any 1 > 0.

(b) Suppose there exists k > 0 such that M = E [exp(k |X]|)] < oo. Prove that P(|X| > 1) <
Me ™ for any 1 > 0.

Solution.



For (a), directly estimate that

X|P 1
I/l—ldP = —E[X|"].

P(|X| Z /l) = /X{|X|P2/1p}dp S /U’
Q

Q

(b) 1s similar:

P(|IX] 2 1) = ‘/g;/\/{exp(k|X|)2exp(k/l)}dP < /Qexp(k |X|) exp(=kA)dP = M exp(—kA).

Exercise 2.5
Let X,Y : Q — R be two independent random variables and assume for simplicity that X,Y
are bounded. Prove that

E|[XY]|=E|[X]E[Y].

Solution.
For any € > 0, by definition of the expectation, we can find simple functions s and 7 on Q
such that

/|s—X|dP<e, /|t—Y|dP<e, = 'E[X]—/sdP

where s and ¢ can be written as

<€,

<e 'E [Y]—/th

n m
5= Z SiIXXsisi0) @D 1= Z LIXY 21t j10)>
i=1 j=1

with s; and 7; being arranged in ascending order. Thus,
n m
/ stdP = ) > sityPU{X € [sivsis)} 0 {Y € [17.170)})
i=1 j=1

= Z Z sitjP(X € [s,5:41))P(Y € [t},1j41))

i=1 j=1

= (Zn: siP(X € [Sl',S,'+1))) itjP(Y € [tj,tj+1)) = (/ SdP) (/ ldP).

i=1 j=1
/|Y—t| |X|dP‘.

/|X—s| It| dP

X and Y are bounded, say by M and N respectively. Then ¢ is also bounded by N from our

Also,

< +

‘E [XY] - / stdP

construction. Thus

‘E [XY]—/sth < Me + Ne.




Combine the results above, we arrive at

|E [XY] - E [X]E[Y]| < +

E[XY] - / stdP| +|E [X] E [Y] - / sdP / th‘

E[X]—/sdPH/ tdP E[Y]—/th'|E [X]]

<(M+N)e+eN+eM.

<(M+N)e+ +

Since € is arbitrary, we conclude that E [XY] = E [X] E [Y]. [

Exercise 2.6
Let (Q, F, P) be a probability space and A1, ... € F be sets such that

i P(A,) < 00,
i=1

Prove the Borel-Cantelli lemma.:

P =0.

A0

(o]
m=1i=m

Solution.
Set B,, = U;2,, Ai be measurable. Then

P(By) < i P(A;) =0

as m — oo by the assumption. Thus

m=1 m=1

Exercise 2.7

(a) Suppose G1,...,G, are disjoint sets in F such that | J;_; G; = Q. Prove that the family
G ={G | G is a union of some G;} U {@}

is a o-algebra.
(b) Prove that every finite o-algebra is of type G as in (a).
(c) Let F be a finite o-algebra on Q and X : Q — R be F-measurable. Prove that X is

simple.

Solution.



For (a), first, @ € G by definition. Let G € G. Then G = U;c;G; for some 7 C {1,...,n},
with the convention that U;c;G; = @. Then G° = (J;¢; G; € G. Lastly, for countably many
G; € G, since @ 1is finite, there are in fact finitely many distinct G; and the union must lie in
G by the definition. Hence G is a o-algebra.

For (b), let ¥ be a finite o-algebra. Consider the collection

S={SeF|SNF=@gorSforall Fe F}.

Since ¥ is finite, S is also finite. We first check that every distinct sets in S are disjoint.
Suppose not. There are S1, S2 € S such that S N Sy is non-empty. Then §1 N Se = §1 = So,
contradicting the assumption that §; and S are distinct. Thus every distinct sets in S are
disjoint. Next, we check that [ Jgeg S = Q. If not, let A = Q\ (Jges S be non-empty and AN F
is a non-empty proper subset of A for some F € F. But then AN F or AN F¢ must satisfy the
condition that there is some F’ € ¥ such that AN F N F’ or AN F°N F’ is non-empty, proper
subset of A N F or A N F¢ respectively. Note that F’ # F and the process continues. In the
end, we can find a infinite sequence of distinct sets lying in ¥, contradicting the finiteness
of . Thus Jscs S = Q. Finally, by (a),

G ={G | G is a union of some S € S} U {@}

is a o-algebra. It remains to show that G = . Clearly, G C F since S ¢ F. For any F € F,
we can write F' = |J_; S; for some S; € S. Thus F € G. We end up with G = F.

For (c), suppose that X can take infinitely many values {a;},. ;. Since X is ¥ -measurable,
X Y({a;}) € F for alli € T. In particular, X"1({a;}) and X‘l({aj}) are disjoint for all i # j.
This implies that F contains infinitely many disjoint sets, contradicting the finiteness of F.

Thus X can only take finitely many values and is simple. [

Exercise 2.8
Let B, be Brownian motion on R, By = 0. Put E = E°.
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